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Preface

This report describes efforts completed in the Language Stud-

ies project at Syracuse University under RADC contract F30602-77-

C-0235. The work covers the period October 1, 1977 through Sep-

tember 30, 1980.

The report is produced in five volumes to facilitaze single

volume distribution.

Volume 1. Report from the Very High Level Programming Systems

task. Report title is "Logic Programming in Lisp".

Volume 2. Report from the Systems Studies task. Report title

is "Multiple Finite Queueing Model with Fixed Prior-

ity Scheduling".

Volume 3. Report from the Systems Studies task. Report title

is "An Algorithmic Solution for a Queueinq *Iodel of

a Computer System with Interactive and Batch Jobs.

* Volume 4'. Report from the Grammars of Programming task. Re-

Sport title is "Programming Control Structures in a

High Level Language.

Volume 5. Report from the Proving Program Correctness task.

Report title is "Realignment".

* ..*- I. ..

I -v

-.. -.. _ 
- - ; '�- -�- -i t



AN ALGORITHMIC SOLUTION FOR A QUEUEING MODEL OF A

COMPUTER SYSTEM WITH INTERACTIVE AND BATCH JOBS

ABSTRACT

A queueing model with two customer classes, one with infinite

and the other with finite source, is used as a model for a computer

system with interactive and batch jobs. Using an imbedded Markov

Chain representation of this queueing system, and an algorithmic ap-

proach, the steady state joint probability distribution of the number

of interactive and batch jobs at a job service completion epochk is

derived. Server utilization, mean waiting times, joint probability

distribution, and mean number of interactive and batch jobs at an

arbitrary time epoch are derived using these probabilities, discrete

state level crossing analysis and Little's result.

Key Words: Computer Systems Modelling, Priority Queues, Imbedded
Markov Chain, Algorithmic Solution, Level Crossing
Analysis.
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1. INTRODUCTION

The intent of this paper is to present an algorithmic solution

for a queueing model of a computer system with interactive and batch

jobs. Interactive jobs arrive from a finite number of interactive

terminals and batch jobs arrive from an infinite size population.

Once an interactive job arrives to the computer system, the corres-

ponding terminal stays passive until the job is processed, at which

time the terminal becomes active and begins the process of submitting

a new job.

The queueing models associated with this system are special cases

of priority queues with two classes of customers with one finite and

the other infinite sources. Models in which the finite source lobs

having preemptive priority over infinite source jobs have been exten-

sively analyzed by Avi-Itzhak and Naor [1], Colard and Latouche (2],

Jaiswal [4], Jaiswal and Thiruvengadam [5), and Thiruvengadam [12].

While the technique used in [1, 4, 5, 12] is cGmplex and obtaining

numerical results is difficult, the algorithmic approach discussed

by Colard and Latouche [2] is very efficient. This efficiency comes

from the fact that the above model can be treated as a special case

of an M/PH/l queue. Simple explicit results for this M/PH/l queue

can be found in Neuts [10].

In this paper, however, we 3hall assume that the priority disci-

pline is non-preemptive. So we shall model the computer system by a

queueing system with two classel of customers and non-preemptive pri-

14,7 PW
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ority service discipline. Using an imbedded Markov chain represen- H
tation of this queueing system and an algorithmic approach discussed

by Lucantoni and Neuts [8] and Neuts [9], the steady state joint

probability distribution of the number of interactive and batch jobs

at a job service completion epoch is derived. Server utilization,

mean waiting times, joint probability distribution and mean number

of interactive and batch jobs at an arbitrary time epoch are derived

using these probabilities, discrete state level crossing analysis [111,

and Little's result [61.

2. THE MODEL

The model class considered here is of a single server queueing

system to which the arrivals form two independent arrival streams,

one from a finite and the other from an infinite population source.

The time needed by each of the M members in the finite source, to

submit a job (hereafter called interactive job) is exponential with

mean 1/A1 . The jobs from the infinite source (hereafter called batch

jobs) arrive to the server according to a Poisson process with rare

A The service requirements of these jobs at the server are general
0'

with probability distribution function B0 (.) for batch and BI(.) for

interactive jobs with means 1i/ 0 and i/ul, respectively. The service

discipline is non-preemptive priority. In this paper we consider

two cases, one In which the interactive jobs have higher priority

over the batch jobs and the other in which these priorities are re-

versed.

2jP1



It is routinely verified that the number of interactive and

batch jobs just after a service completion, in this model, forms a

Markov chain. Let {(i,j), i>_0 M>j>0} represent the state space

"with i representing tb, number of batch and j representing the num-

ber of interactivie jobs. The transition probability matrix (TPM) P,

of this MHta'cov chain is of the form:

B B B2  3 B B
0 AI A2  A3  A4

0 A0  A1  A2  A3  .

0 0 A0  A A2  . . ..

0 0 0 A, A *
Sooo AO 2k . . . .

0

0 0 0 0 A . . ..

P 0 0 0 0 0 )

where the matrices Ar2 r>0 aud Br, r>0 are all square substochasti

matrices of order M+l. The matrices

-00

B Z and A- A
r-01 r-OT
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are both stochastic.

Let A (i,j) and B (ij), i O,1,2,...,M; j = 0,1,2,...,A, be

the (i+l,J+l)th entry of the A and B matrices, respectively. Thenr r

if ý(n) is the state of the Markov chain at the n-th transition,

A r(ij) =P{(n+l) (k+r-l'j)jý(n) (ki)}, k > 0

and

Br (i,j) P{ý(n+l) (r,j)j](n) (O,i)}

for all i,j 0,1,2,...,M and n>O. The exact values of these entries

will depend on XO, X,9 B0 ('), BI(.), and the priority assignment. Be-

fore discussing these entries any further, we will first outline the

algorithmic approach used to analyze the Markov chain with the struc-

ture of P for the TPM. This approach, as a general methodology, wasA

introduced by Lucantoni and Neuts [8] and Neuts [9]. In this section,

however, we will present the necessary results only.

Let be the steady state probability vector with the partion

S i ' where &, i>0 are all (M+l)-vectors. These steady

state probabilities are the solution to the set of equations,

S0Bo + xA =X

(1)
kil

OBr k>lkB + -1+-
r=l

with the normalizing condition J

4



COi=ico

where = (1,1,...)' is of appropriate dimension. Next we present

the condition for the existence of a steady state solution. Assum-

ing that the matrix A is irreducible, let be the solution to

7 A e (2)

and be given by

CO

EZ r A (3)
r=l

Then for stationarity (see Neuts [9)),

P -Tr l (4)a

If this condition is satisfied, the steady state joint probability

distribution for this Markov chain is given by (see [8]),

A.AW

(5)

~Noll

where these quantities •, j, •*, and are defined in the appendix.

The other elements of the steady state probability vector are obtained

using the iterative equations

5
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(6)
k-i

•(n+l) b + r2r(n+l)A'k+1r=+ k+l(n)A'I
r=2+1 O

where

(ýOBk + lAk))(I'-Al)-1

and

A' Ar(I-A) , r>O

These iterations of Wxk(n) are continued until a sufficient accuracy

is achieved for ýk" The marginal probabilities are

xi = cil'i>
1 i>)

and (7)

i=O

for batch and in.:eractive jobs, respectively.

It can be sihown that (see equation (40) of [8])

CO

i= £() E B-iA.](I-A+)-i + (l-•o)• (8)

r Ir

where k(Z) E Z and f is an (M+l)x(M+l) matrix with identical
r=l

columns equal to i.

The first moment of the stationary distribution is

t6

A



( {-X(1)[I- Z rA +;o L B
r-l r-1 r

(9).

+ ý E rB - cA }(i-A+fn) +1 (1 )k

where *(I) and 1 are as c tfined in (8) and W(s)(1)• is defined in the

appendix.

Next, using these results and the discrete state level crossing

analysis [11], we will derive the steady state joint and marginal

probability distributions at an arbitrary time epoch.

Lets be the steady state joint probability vector at an arbitrary

time epoch. Here - (Ol,.... and gi - (qo'oqil"'"qi" Then,

the rate of upcrossings from the compound state {(ij), 1cm, jun Is

(see [u]),

-;s

n m
A0 ZE j + nX1  Eq, (10)

irn 1-0

xri
since the arrivals are Markovian. Now let x be the steady state

ij
probability that a type r (r-O for batch and r-1 for interactive job)

departing job sees i batch and j interactive jobs in the system.

Then the rate of downcrossings into the compound state {(i,j), i<m,

Jcn} is (see [il]),

n 0mi

J: x + PlUl x (11)j-O 1-0

where i is the fraction of time the server is busy with type i jobs.
ji

Now equating the rates of up- and downcrossings, from (10) and (11)

7
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we get

n m n 0 m10 a. + nA1  Zq Z ~OEx0 m+P lxl 1

I iOqin 0040O ! mj + l x in

Rearranging terms, we get a recursive formula for the unknowns

It is

1 0 1 n-iq mn 'lo Pll{)O"O' mn ' lPl~lx mn + E (POPoX mj -

Aj=0
(12)

m-i 1
+ (p P x - nxq) , O<n<M, M>O

i iO 1 in in -

Next we derive the marginal pr..-,-ilities associated at an arbitrary

time epoch.

(1) Interactive Jobs A

Equating the rates of up- and downcrossings (see page 21 of [11]),

we get

1 10

nXlq = p 111x , O<n<M (13)

1 1 1
where x E=O in and q is the steady state probability that there

are n interactive jobs in the system at an arbitrary time epoch. Then

q i 1 , O<n<M
n nXI n -- M

and (14)

1 M-1
M i=O

8



(ii) Batch Jobs

Using a similar derivation as above (see [11]), we get

q - P0 0 (15)

whr 0 M0 0e E x and q is the steady state probability that there

m J=O mi
are m batch jobs in the system at an arbitrary time epoch. Since all

batch jobs are serviced, po•0 P WO" Substituting this in (15), we

have

0 0
q m x m m>0 (16)

The following section provides equations to evaluate the mean number A

of jobs in the system at an arbitrary time epoch, and the mean wait-

ing times.

(i) Interactive Jobs

Let the effective interactive job arrival rate be 1 Then
e

-A! ie If L1 is the mean number of interactive jobs at the

server at an arbitrary time epoch, and W is its mean waiting time,

-- :-•<. x (MLI)XA
e l l

or

L- 1 4 - plp-/X (17)

Now from (17) and Little's result [6],

-



W (M/PlpI) - l/A1 . (18)

(ii) Batch Jobs

Let Lo and No be the mean number of batch jobs in the system at

an arbitrary time epoch and just after a batch jobs service comple-

tion, and W0 its mean waiting time. Then

00

L =N (19)
00

since q x and from Little's result,

aW0N: LO/u0 (20)

r

Sand N0 These can be related to and •(i1) depending on tihe

|Ipriority rule used. We shall derive these relationships later for

each case, separately. The following definitions will be used in

both cases.

Pi(n,r:k) =P{n batch jobs and r interactive jobs arrive during a A
time interval which has a probability distribution
Bi() given there are k interactive jobs left in the

source at the beginning of this time interval).

10



CASE 1: Interactive Jobs Have Higher Priority Over Batch Jobs

Here we assume that the interactive jobs have higher priority

over batch jobs. That is, if there is at least one interactive job

available at a service completion epoch, it will go in for service.

Then the entries of the matrix A are given by,

S0r

for r>1

Pl(r-l,J+l-i:M-i) L>_i>O; Mj>_>i-i

A (ij) 0 0 Mi>O; i-l>J>O
r

o1

P P0 (r,J:M) i'.O; M>JLO

and for r-O

I

( 0 MA>i>; Mj>aO0

A0 (i,j) -

iP 0o(O,J :M) i- O; >_i>. 0

Similarly, for r>O

1 11



A (i~j) M>i>c;- VMýJl
r+l

B r(idJ) a a 0 (rJ:M)+a 1 PI(r,i:M-l) i-0:M-1ýJIO

a P (r,M:M) i=O; j-MA

where ao x and a -(21)

I 1 )L+MX1 M-

details a1 ie nteapni. Nwt s qain 1) 1)

These probabilities can be evaluated in a recursive manner and the Z

(16-(1),and (20), we need PO, p1I. and N . We wil.l derive

these next. 4

Since for an interactive job to leave behind i batch and n inter-

active jobs, an interactive job must go in for service, thus the use

of conditional probabili.ty and convolution arguments lead to

xl { ~ + n01 (2
x E xkjA ~..(i~n) + Z x0 B .J,n) +a x0 0 j,n)IP1  22
in k'l J=1 j=lA

and

x n x , (23)

where p1 is the probability that a departing job is interactive. Now

A for batch jobs,

12 -



OOx 0 'iOM (24)m i _xioA i(OJ) + aOxooB (OJ))/po

"Ii e

Cwhere p is the probability that a departing job is a batch job.

Then

M
40 0

M+l H H
E ( ( Xjo + aex00  £ B (0,j)I

"TO il J0 -O0-i "m0

After some simplification, and using the normalizing condition, we get

x0 W x oP(m+l-i) + aoxooP(m)i/p 0 , (25a)x i= iofi

where P(n) is the probability th& n batch jobs arrive during the 2
service of a batch job, and

PO x + ax (25b)0 io ao0 "00

Using the theory of Markov Renewal Processes (see J.J. Hunter [3]),A

it can be shown that

PO ( 0 + a0x0 0 ) -0

where

E Z ae0 o) 1 + ( E Ex + alx0 0 ) + 1o00

E 1 xiO V+ aOo0 J-0 ÷j V=0 J I1



and

1 r x i a 'x)-EC

since ECKEN is the mean busy cycle time and (Z x£ + a xocxEN/iio and

1"0 J-l 11 100 1
is busy with batch and interactive jobs, respectively, where EN is the

mean number of jobs served during a busy cycle. Note that

il xio YO - OG

and

and so from (25b) )

Po-y a x YO x00  .~O (250)

0Next we evaluate N *Since

0 m 0N Z Zix
m

L from (25a) we get

14



N0  E m{ Z xi 0 P(m4.1-i) + x0 0 a0 P(rn)1/pO
Ma'0 i-i

r E m xi0 P(m-(i-l)) + x 0 a0  E rn P(na)}1p0
i1l r-i-i M-O

{ (-)+ ) 0 )x 1 0 + x 00 a 0 PO /p0
i=]l

{ o 0 o 00 (1-P 0 ) X x10  + a x00P 1/p0

= {(l(1)o)- (-p)(y0-x00 ) +00

So

LO {kl) -)O (1-P0)(y -x0  + a x0 p} 0  (26)

and hence Wd L/A0 can be obtained once we evaluate ~.We can use

(5) and (6) to obtain this provided A is irreducible and inequality

(4) holds. From the definition of Ar it is easily verified that the

(i+l,J+l) the entry A(i,j) of A is given by

A(i~j) - f(M)(1-e 1)je 1dB (t) 1 iu0; HJ1>OH

0 Otherwise

15



Similarly, Mis given by

Then the necessary and sufficient condition for the existance of is

A

where A

ffA - i.
""J

CASE 2: Batch Jobs Have Higher Priority Over interactive Jobs

In this section we assume that the batch jobs have higher pri-

ority over interactive jobs. That is, if there is at leaat one batch

job available at a service completion epoch, it will go in for ser-

viep. From the definition of Pi(n,r:k) it is easily verified that,Q

for r>O

P= (r, j i ýý>;MN

A r (ij)

or r-9

•N0 M>i>0; i>J>0

16
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andi~ an P(r'j+l-i:M-i) M__i>O; Mý_?_i-i

Bi) a0Po(r,J:M) + v PI(r,J:M-l) i=0;M-l>J>O
B• B(iJ)0 0

aoP (r,M:M) i=O; J-M

0 otherwise

PC As indicated in the previous case, these probabilities can be evalu-

0 1
ated recursively. Now we will derive expressions for p0 ,pl, 1 , 't I

S~and NO

Similar to the previous case, using Markov Renewal Theory, we
4

get

P0  (x) + 0  x00)/EC
m 1 0O

where

( E a~x 0 ) + 000
EC Z lx~j + a lX(o) P ( + (x m + ax^-1 +X0 X6oMX.

J ~ 10 M-1 ( x

and
M

P= (Zx 0o + a-x")-I/Ec "
j I

C M

Note that Z (x) - X0 and ElxOj x 0 -X 0 0 .
m=l

17
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The relationships for , and with respect to is presented next.

These results follow from simple cinvolution arguments and condition-

al probabilities.

m+l j
x J { E • xikpO(m+l -i" j-k:M-k)

1i1 k=0

+ x0 0 a0 P0 (m,J:M)}/P 0

where p0 is the probability that a departing job is batch job,

and so

M
0 0

E xiP(m+l-i) + x0 0 a0 P(m) /p 0 , (27)

CI-

where p0  =1- x0 + a0xo0 . Therefore

0 0
N m l xin-0

-E m £ xP(m+l-i) + E a xOOmP(m)}/po
mW0 i-i Mr-0

W= { i Z mxP(m-(i-l)) + a0 xooPo}/p 0
il m=i-

=00

Z (i-l+Po)xi + a0X00Po}/po
i-1

• SosoIi

18
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L L0 ={ (l)( - (l-P 0 )(1-x 0 ) + a x0P0/P (28)

and WO ac L/0A can be obtained once is known.

Now for xlin we have from convolution arguments,

n+l
x in E x0{ P 1 (i'n+l-J:M-j) + a1x00 P1 (in:M-l)}/pl , (29)

where p, is the probability that a departing job is interactive and

x in 1 M>n>0 . (30)SX = n in _
i=0

Now we will specify the condition for the existence of •. Con-

sidering A, it is clear that A is an upper triangular matrix whose

entries, with notation as defined in the previous case, are

-- r -O - t J- -X -l(M-j)t

0 of j-i )(1-e-i )-e dB 0(t) , ý>_i>0; M>_•>i

A(i,j)

0 otherwise

Clearly A is reducible and therefore the condition (4) cannot be

directly used. However, using an analysis similar to that of

Lucantoni [71 page 7, it can be established that the necessary

and sufficient condition for stability is

<1

19 A19



3. NUMERICAL RESULTS

The algorithm generating these performance measures was imple-

mented in APL. Some sample results for different Lnput parameters

A0 9 AIs 10 4, and M for exponential service times are shown in

Tables 1 and 2.

Mean number of jobs in the system at an arbitrary
time epoch when higher priority is given to

Batch Jobs Interactive Jobs Batch Jobs
Arrial"

Rate A0 Batch Interactive Batch Interactive

.05 0.2835 0.5875 0.2567 0.6841

.075 0.5133 0.7376 0.4394 0.9565

.10 0.8569 0.8878 0.6821 1.2890

.125 1.4190 1.0380 1.0210 1.6920 r

.15 2.4879 1.1881 1.5265 2.1713

.175 5.2676 1.3383 2.3663 2.7365

Batch jobs service rate V0  0.25

Neber of Interactive terminals N - 5

Interactive job arrival rate X1  0.1

SInteractive jobs service rate 2.0

TABLE I

20
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Mean number of jobs in the system at an arbitrary
time epoch when higher priority is given to

Number ofai Interactive Jobs Batch JobsInteractive
Terminals Batch Interactive Batch Interactive

5 0.2835 0.5875 0.2567 0.6841

6 0.2939 0.7327 0.2580 0.8552

7 0.3038 0.8895 0.2591 1.0407

8 3184 1.0598 0.2604 1.2422

Batch jobs arrival rate X0 = 0.05

Batch jobs service rate V0 - 0.25

Interactive jobs arr.'val rate 1 1 0.1

Interactive jobs service rate P = 2.0

TABLE 2

4. CONCLUSION

In this paper we have modelled the computer system with batch

and interactive jobs as a single server queueing system with two

classes of customers and non-preemptive priority service disci- I
pline. The system performance measures were numerically evaluated

using an algorithmic approach proposed by Neuts [9] and a discrete

state level crossing analysis (see [11]).

2,

M=-M



APPENDIX

-%4a

(a) Recursive Evaluation of Transition Probabilities

Define

Pi(n,r:k) = P{n batch jobs and r interactive jobs arrive during
a time interval which has probability distribution
Bi(.) given there are k interactive jobs left in

the source at the beginning of this time interval).

That is

-A t-0O n
Se (Xot) k x "t r"(k-r)Xlt

PI(nr:k) 0 o'= n1 (r)(1-e ) e dBi(t), i-Ol

n -A t r -J t -(k-r)XitO k On (r (_ jA 1t1in• (r e ) () (-l)e )e dB (t) (Al)

• 'PrO An1 rrj' O

0 k r j r Jn (Xo+(k+j-r)X1 )

where

dn (r)s r [)

= lim --

xsa dsn i

I
I

n 0 i r22.



and

.-sx
(S 0J e- dB (X) ,i.O'1

Now consider

n

Using the substitution

we get, after some manipulation, l

-AA

P n~~~l -l r - + (-l)ijr-1 )n(X +(k+1+4r-(-1'

Tk I k j - +1 0~

n 0 r

k+I k k+1 k+2-Pinr~+M (r-:)} (r-lk )) (nr-1:k+1))

r --r r-1

n>0; rck<cH
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Note that

Pi(n,r:k+l) - 0 for all r>k+l

and

To 1(n)
ca~n'0k - a Te -in a1+~) iM fahion.

Then using (A2), Pi(nr:k) can be calculated in a recursive fashion.

That is, for r-1, calculate Pi(n,l:k), k 1 1,2,...,M, using (A2) and

then r-2, etc.

(b) Quantities Needed in the Analysis of the Imbedded Markov Chain
(taken from Lucantoni and Neuts [8]).

CO

A (Z) = Z ZrA
r=0 r

=(Z) = r
E 1r-l

G(Z) = Z ZA Gr(Z) = ZA (G(Z))
r=0 r

G= EAGr
r-0 r

TAink wein1

ýM-- 24



lrAe
r-1

I

is a square matrix with all row vectors identicalto 
°

A(k) is a diagonal matrix of order M+1 with diagonal
e n t r i e s 0 , P , - -1M . 2

A#D(i) -- Z -ZAZ G-I A(-Z)

4A

r-1

L(Z) ZB + X ZB Gr-Z)H(Z))
r=1

cc)K(Z) - ZAO(IZB z ZB Gr-I(Z) + ZA Gr-1(Z)
r0 l r rr:CI r u

d L(l) and

kK(l) k and ke=i

,

--

14

*- k (l)•
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*r-) { -i(I- £A G+ [E• A -E A Gr~+7 (r-l)Ar'•](I-G+G ,r r=l r- 1 r-2

* ( co c ArG -) G- co[r]ri4G)
r-1 r- 2

+ +Z B G E B B r GE (r-l)B G(i-G4)r=l r=l r= r-2

Sr+ AO(I-BO) + (Ao(I-BO + E B -E B G r-1

r=l rr=lr

+ E (r-l)Pr] + Z A r E A Gr- + Z (r-l )A G (I-G+G)-Ir=2 r=l r-i r rr-2

, d
A n(Z) -- A (Z)

n 0

dZ, z -2

14

(0) (0 (0)()6(0)1) - 1, (0(1)= •, (0)(1) = ,6( = A.()

( (1) - - 1+ ( 1)=

-* - (3)

•(i (I- AI(1) (I-A+l) 1 -

2
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for n>2

rnn)(1 n " n-i

r-1

k-(n) r (r) () S(r)*(1)](r=l 
r r

n-i

n-i~~l*
r"=0

= r)(l) (1 - 6(nr)(1) (IA "~

( )G { o • k + 2 c+(i)k 2 (l-p)-2E Z4~k+20 k 1 1) + ;60 £k(k-l)Bke
k-1 k- k-2

Z kBkk 41)(1) + 6 Bk(2)1
2•0 k~kj (1) B~ 2 (1) -2•••1()

k-i k-i+

I-,-

-t A k (2 ) (j ) + ( 1) 6 (2 ) ( 1.I

The evaluation G is carried out using the recursion (see page 6 of [8]).

G(O) -

G(k+l)- (I-Al)- GI A for k>O
VOr (k)v-l
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